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LLM = Large Language Model



LLMs are _____



Survey SAYS!
Family Feud: Predict the most likely response(s), given a prompt
Based on what other people have already said. i.e., the most common. 
Not the most original, not the most inventive, not new.

cf. "hackneyed"



Live Language Model
A "language model" predicts the most likely next word(s)* in a 
sequence, given the "context" of what has come before. 

Audience participation exercise:  
Predict the next most common word(s) following "Once…"

*lingo: extending its own output = "autoregressive" LM



Language Models Aren't New
Antecedents: Abraham Abulafia, 
Gottfried Wilhelm Leibniz, Jonathan Swift* →

Image: IEEE

Statistics rather than rules:

1948: Claude Shannon's 
“A Mathematical Theory 
of Communication"

* “Everyone knew how laborious the 
usual method is of attaining to arts and 
sciences; whereas, by his contrivance 
[The Engine], the most ignorant person, 
at a reasonable charge, and with a little 
bodily labour, might write books in 
philosophy, poetry, politics, laws, 
mathematics, and theology, without the 
least assistance from genius or study.” 
— Gulliver's Travels, 1721

1919: Markov 
modeled novel 
Eugene Onegin

https://spectrum.ieee.org/andrey-markov-and-claude-shannon-built-the-first-language-generation-models


Aside…  On rules vs. usage
Early vs. Late Wittgenstein: 
1922: Tractatus 

- formal logic, i.e. a precise, symbolic, mathematical language for  
encoding "pure reason"

- "Die Grenzen meiner Sprache bedeuten die Grenzen meiner Welt"

(Mid: 1937–44: Remarks on the Foundations of Mathematics)

1953: Philosophical Investigations 
- words mean how they're used in a language game
- categories (⇔words?) not sharply demarcated –> "family resemblances"

Foreshadows a move from rule-based AI (expert systems) to statistical methods 
(machine learning)

cf. "A Philosophical Introduction to Language Models", arXiv:2401.03910

https://arxiv.org/abs/2401.03910


…Back to LMs: Bigger = Better
Shannon: The more complex the language model, the better the results.

…Fast Forward many decades…

Character-level LMs can do ok, but 
Word-level need a certain size (model size & dataset size) to learn anything.

LMs usually trained on particular text corpora, e.g. movie reviews, Twitter
Idea: Pre-train on lots of text (e.g. "the Internet") => better overall

GPT-2: "so good it's scary", but things it couldn't do.
Idea: "What if we just made it even bigger?"   => GPT-3



"Few-Shot Learning" = General Intelligence?
GPT-3 (2020) could perform tasks it wasn't trained to do. Amazingly so. 

"Few shot learning" = give it a few examples, and it keep going, without 
(re-)training the model. 

It could rewrite text in a different style, produce plausible fake quotes

Although, it wasn't great at answering questions – wasn't great at chatting ;-)
e.g.,
Prompt: "Solve this physics problem…."
Answer: "You may not consult any outside sources…"



LLMs are _stupid_



Jan 10, 2024

Like Really Stupid

https://x.com/importancatpete/status/1745181473135534341


Autoregressive Generation != Intelligence
GPT-3 was amazing at continuing in the same vein, but wasn't great at 
answering questions or chatting ;-) e.g.

 
Needed better training & better data.
 
Training: Added Reinforcement Learning (rewards for good answers)
Data: Paid lots of people to write responses to prompts.
… 
=> ChatGPT.

Prompt:   "Write an essay on the American Revolution…"
Response: "Answer in 500 words or less. You may not consult 

any outside sources…"



Fancy Autocomplete 
The model generates the "most plausible sounding" text to follow what came 
before. 

There are no "facts". 
There is no "reasoning".
No "mind", no "self", no "cognition".

The model "makes stuff up", like a know-it-all friend who can't stay silent.

"Plausible" as in…
- assigning authors who may not have written something
- citing studies that never existed

…and yet, they do so well…



Plausible = Likely?

It's likely in the dataset, but is 
it likely what you want?

(e.g. "Jesus" in Sunday school)

And how would you know?

Who's data is it trained on?



LLMs are _amazing_
     / _fun_ 

          / _useful_



WOW!
So, so many amazing things people are doing with LLMs all the time 

Essays, TV show pitches, emails,…
Scoring super high on Math Olympiads

"Most" software engineers use a "CoPilot" AI coding tool in tandem
Produce entire apps just by specifying the requirements… (Aside: my app)

"The closest thing humanity has ever produced to general AI"

(Agents that can affect the real world?)

Super fun to generate silly songs, character backstories,... etc etc. 

…LLMs are not going away. 

https://hedges.belmont.edu/physapplets/sw_string.html


Useful like…?
Given that LLMs represent a compression of "the internet" = society's views on 
things, 

Researchers use them as proxies for
- test audiences (movie / product pitches)
- voter polling

Given than you can "fine tune" on select text corpora, 
- companies use LLms to make chatbot for their corporate values
- religious people make scripture answer-bots

Given that you can produce arbitrary amounts of text / posts, targeted:
- governments use LLMs to sway (others') electons

…and…digital romantic partners? 

 



LLMs = Big Business
● OpenAI
● NVIDIA
● Meta
● Google
● Mistral
● HuggingFace
● LangChain

 etc

(because you can quickly use 
them to "make anything")

Reuters, Feb 2, 2023

https://www.reuters.com/technology/chatgpt-sets-record-fastest-growing-user-base-analyst-note-2023-02-01/


LLMs are _dangerous_



"Hallucinations"
= Making stuff up
● harmful medical advice (note: 

the internet is full of it)
● fictitious legal briefs
● chatbots giving people 

unauthorized discounts —>
● revealing personal information

Physics joke: Why can't you trust 
atoms? 

This is built in to the system. There 
are no facts, and there are no lies, 
it's just what they do.  It's a language 
game. ;-) 

Chevy of Watsonville webpage chatbot (GPT fine-tune)

https://x.com/ChrisJBakke/status/1736533308849443121


Someone to 
talk to?

EuroNews, March 31, 2023

AI News, Oct 28, 2020

https://pubmed.ncbi.nlm.nih.gov/37927093/


 Deployment by Government…

https://www.entrepreneur.com/business-news/nycs-first-ai-chatbot-keeps-getting-important-things-wrong/472280


Making stuff up…

This is a feature. 

https://www.proofnews.org/ai-models-provide-inaccurate-information-to-voters-with-disabilities/


LLMs are _getting better_



Two Improvements

2. "Reasoning" aka "Looping": Generate 
initial output, then "reflect on it" i.e. 
use that output as input for new prompt: 
e.g., check/refine results
…Vastly improves outputs

OpenAI-O1 models (Sept 12, 2024) 
do this "looping"

1. RAG = Retrieval Augmented Generation
To reduce "hallucinations", refer to known texts (/ databases / graphs) about 
subjects. 



Two Improvements

2. "Reasoning" aka "Looping": Generate 
initial output, then "reflect on it" i.e. 
use that output as input for new prompt: 
e.g., check/refine results
…Vastly improves outputs

OpenAI-O1 models (Sept 12, 2024) 
do this "looping"

1. RAG = Retrieval Augmented Generation
To (perhaps) reduce "hallucinations", query (and perhaps reference) known texts 
(or databases, graphs) about subjects. 



Improvements Can Be Substantial
Math: 
"Terence Tao’s grading:

GPT-4o: Completely incompetent graduate student
O1-preview: Mediocre but not completely incompetent graduate 
student"

Physics:
Solving problems from Jackson's graduate electrodynamics

Poetry?  :shrug:



LLMs are _still stupid_



https://x.com/goodside/status/1834761321822175551
https://x.com/Yampeleg/status/1834755352480407792


https://x.com/ClementDelangue/status/1834283206474191320


Is this what humans do?
How do humans think? 
We don't know. 
But it's not just autocomplete, 

or autocomplete + RAG, 
or autocomplete + looping. 

Chomsky (so many quotes!!): "I’m happy to use the Google translator, even 
though construction of it tells us nothing about language and its use."

LeCun: Language alone != Cognition. We need "world models"
=> Die Grenzen meiner Sprache bedeuten nicht die Grenzen meiner Welt. ;-)



Guardrails fail



Quality > Quantity
Sept 19, 2024: "Project Analyzing Human Language Usage Shuts Down 

Because ‘Generative AI Has Polluted the Data'"

Bob Dylan:
"The world don't need any more songs... As a matter of fact, if 
nobody wrote any songs from this day on, the world ain't gonna 
suffer for it... There's enough songs for people to listen to, if they 
want to listen to songs. For every man, woman and child on earth, 
they could be sent, probably, each of them, a hundred songs, and 
never be repeated... Unless someone's gonna come along with a 
pure heart and has something to say. That's a different story."

https://www.404media.co/project-analyzing-human-language-usage-shuts-down-because-generative-ai-has-polluted-the-data/
https://www.404media.co/project-analyzing-human-language-usage-shuts-down-because-generative-ai-has-polluted-the-data/


Book plug (following Littlejohn…)

The AI Mirror: How to Reclaim Our 
Humanity in an Age of Machine Thinking

by (philosopher!) Shannon Vallor, OUP, 
Summer 2024



Thanks!
@drscotthawley


